TFC Steering Committee Meeting Minutes

(Send to: tf-openci-triage@lists.trustedfirmware.org)

Attendees: Karen, Anton, Joanna, Saheer, Matt, Shaun, Olivier, Shebu, Sufyan, Bence

April 22, 2025
Minutes
e Infrastructure (FVPs in Tux)
o TF-A
= Noissues toreport this week; except for server issue

= [TFC-629]TFC: Minor issues with LTS triage script, also edit the
receiver list - Jira

e InProgress

e Low priority so Arthur isn’t working on it as he’s tending to other
higher priority tickets

o TF-M
= Noissues toreport this week; except for server issue
» [TFC-731]Investigate eRPC testing in LAVA - Jira
» Blocker

= Karen asked Remi in the comments if there’s anything else he
needs from Matt in order to progress with the ticket

NOTE - At the moment, we don’t have any other high priority tickets for TF-A or TF-M.
Please go into the SC Approved/Backlog to determine what are the next tickets can be
worked on and change their priority so Linaro knows which ones to work on first.

Arthur is fully focused on a Google high priority ticket [TFC-409] TF-A: Add Geralt to
Google Platform in 2024 - Jira
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Sufyan

o

Arm is trying to find the source the load is coming from as it’s been traced to
someone working from home

It’s already been determined it’s not coming from the OpenCl project

It seems to be coming from when a VPN client is enabled

It was suggested to ask those WFH to limit the number of jobs

Joanna suggested to block the VPN from the Linaro side to see if that helps
We could also try the Github mirror

antonio.deangelis@arm.com pinged everyone in the software organization to
try and find out who it might be

Sufyan and others will continue to work on isolating this issue
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