
TFC Steering Committee Meeting Minutes 

(Send to: tf-openci-triage@lists.trustedfirmware.org) 

Attendees: Karen, Shaun, Saheer, Ben, Joanna, Olivier, Shebu, Bence, Matt 

 

Note - UK bank holiday coming up on Monday, May 5 

 

April 29, 2025 

Minutes 

• Infrastructure (FVPs in Tux) 

o TF-A 

▪ No issues to report this week; except for server issue 

▪ [TFC-629] TFC: Minor issues with LTS triage script, also edit the receiver 
list - Jira 

• In Progress 

• Low priority so Arthur isn’t working on it as he’s tending to other 
higher priority tickets 

▪ [TFC-744] Tuxput token request for John Powell - Jira 

• New ticket 

• Blocker 

o TF-M 

▪ No issues to report this week; except for server issue 

▪ [TFC-731] Investigate eRPC testing in LAVA - Jira 

• Blocker 

• Remi continuing to work on it 

• Karen asked Matt if he wanted to change the name of the 
Reporter as the original person is now back from vacation (yes) 

• Karen to change the Reporter name from Matt to  

 

NOTE – Currently we don’t have any other high priority tickets for TF-A or TF-M, Arthur is 
now fully focused on a Google high priority ticket  [TFC-409] TF-A: Add Geralt to Google 
Platform in 2024 - Jira 

Action - Shaun to work with the team leads to go through the tickets in the Backlog and SC 
Approved to determine which ones can be moved to In Progress 

 

https://linaro.atlassian.net/browse/TFC-629
https://linaro.atlassian.net/browse/TFC-629
https://linaro.atlassian.net/browse/TFC-744
https://linaro.atlassian.net/browse/TFC-731
https://linaro.atlassian.net/browse/TFC-409
https://linaro.atlassian.net/browse/TFC-409


• Ben 

o We now have a new server to replace the one that we’ve been having issues 
with over the last few weeks 

▪ The new server is double the size of the old one 

o Data was migrated to the new server, and it was pushed last night 

o Noticed some discrepancies with some of the migrations 

o Ben wasn’t happy with the data integrity, so he didn’t push, and it was reversed 
back to the old server today 

o The server is now handling the load and so far, it’s doing ok; no downtime, but 
still slow and causing some time out issues 

o Kelley sent an email indicating the maintenance window is scheduled for tonight 
in order to migrate the Gerrit and Git to the new server 

•  Saheer  

o Not much happening on the project right now 

▪ Waiting for the release and other item to finish before the team gets 
started again 

o Preparing to do the migration from the Jenkins side and testing with the data on 
Gerrit 

o Saheer believes the Arm architecture should be able to handle the bigger loads 

o Ben expressed interest in learning from Saheer's Kubernetes deployment and 
offered to share their own setup 

▪ Action - Saheer to share Kubernetes deployment scripts for Gerrit with 
Ben 

▪ Action - Ben to share Anubis configuration and setup details with Saheer 
for handling web crawlers 


